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Session takeaway

In this session, you will learn:

● How to navigate and uphold ethical considerations in GenAI

use in evaluation.

● Practical use cases for harnessing GenAI's capabilities to 

optimize evaluation practices.

● The importance of the evaluation community in shaping 

responsible and ethical use of GenAI in evaluation.

3



INTERNAL. This information is accessible to ADB Management and staff. It may be shared outside ADB with appropriate permission.

The journey

4

What is our approach? 
Key features of the Gen-AI powered evaluation strategy 

How did we begin? 
AI use cases in evaluation

Where are we headed? 
AI pilot in a centralized evaluation and inter-agency meta-synthesis 

1

2

3

4 What did we learn? 
Lessons for evaluation managers and evaluators

5 Should we embrace or resist GenAI? 
The next steps
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Needs assessment across the 

evaluation lifecycle

Mapping use cases of AI tools 

Solution exploration study, based on 

UNFPA approved Google tools and 

platforms (Duet AI, Gemini)

2 How did we begin?1
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Strategy for Gen-AI powered 
evaluation function at UNFPA

▪ A pioneering strategy for leveraging the 

benefits of responsible and ethical 

GenAI while minimizing risks

▪ Outlines a roadmap to optimize 

evaluation processes and products with 

ethical and responsible use of GenAI

▪ Focused on achieving greater efficiency, 

effectiveness, and timeliness in 

evaluations

What is our approach?2
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Aligned to UNEG ethical principles 
for AI use in evaluation (Draft)

Do no harm

Transparency &
Accountability

Fairness & 
Mitigation

Participation & 
Inclusiveness

Privacy &
Data Protection

Accuracy & 
Reliability

Human-Centered 
Approach

Upholding Human 
Rights
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Strategic principles for leveraging 
GenAI in evaluation 

Demand-driven approach for 

GenAI-powered evaluation

Diversification and innovation of 

GenAI tools 

Upholding quality and 

credibility in evaluation 

Adhering to an ethical and human 

rights-based approach to GenAI 

use in evaluation 

Cultivating GenAI capacity in 

evaluation, especially in the 

Global South
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Phased approach to GenAI adoption and deployment 

Developing custom GenAI solutions for evaluation 

Change management and communication 

Iterative and adaptive approach to digital transformation 

Long-term sustainability of GenAI-powered evaluation effort

Implementation roadmap for 
GenAI-powered evaluation
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▪ Pilot of AI use in evaluation of UNFPA strategic plan

▪ Pilot of AI use in an inter-agency meta-synthesis 

exercise

Where are we 
headed?3

Tool: AILYZE
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Qualitative analysis of 150 documents to determine the extent to 

which Country Programmes are aligned to the corporate 

Strategic Plan priorities 

Use case

1. Pilot of AI use in evaluation of UNFPA strategic plan
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● Report extraction

○ Keyword search to distil 1348 reports from evaluation databases of 46 UNEG agencies. 

○ AI analysis extracted 253 reports, 97% accuracy based on human verification; final dataset of 302 reports from 13 agencies, 

with manual addition

● Pilot analysis with 15 reports, 5% of the sample

○ AI model guided by a conceptual framework and coding structure

○ 3 rounds of pilot testing, with regular AI code checks and validity checks by humans

○ High accuracy in coding and data extraction, with minor false positives/negatives due to concept complexity

● Coding and synthesis work

○ Coding structure applied to the full sample and frequency analysis undertaken to identify key patterns/themes

○ AI generated content analyses for selected patterns/themes 

○ Humans review and synthesis of key lessons under way

Use case

2. Pilot of AI use in UN interagency meta-synthesis to 
advance the UN Youth Strategy
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1. Quality of results: Accuracy and reliability, deeper and nuanced analysis, 

actionability

2. Efficiency: Time savings, Cost benefit

3. Ethical considerations: Fairness/bias mitigation, transparency/explainability, 

human-AI collaboration, data security & privacy

4. User experience

Metrics

NEW! AI scorecard tool to gauge the pilot results & 

lessons towards scale up
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What did we learn?4
1. Humans are accountable, not machines! 

● Incorporate ethical AI use clauses into contracts 

● Ensure transparency regarding AI models at the contractual stage 

● Include AI disclaimer in report and explain AI use in the methodology

● Prioritize data protection measures

● Consider time for human verification and oversight across multiple rounds of 

analysis 
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What did we learn?4
2. It’s an investment. Be intentional in experimenting and adapt

● Facilitate collective mindshift towards AI 

● Upskill evaluators on AI skills and build capacities 

● Clarify scope and definitions tailored for AI analysis

● Internal data scientist enhance prompting capabilities

● Keep track of efficiency gains to support scale up of the tool (AI scorecard)

● Be clear on the initial investment (financial, human and time)

1616
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Should we embrace or resist GenAI?

● Human rights, transparency and accountability must light the way, including 

for GenAI-powered evaluation

● GenAI must benefit everyone, including the one-third of humanity who are 

still offline

● Evaluation community must take deliberate steps to leverage ethical and 

responsible GenAI in evaluation 

5
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Let’s shape together ethical and responsible 

GenAI for evaluation
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Access the strategy
GenAI-powered evaluation 

function at UNFPA
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